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The nonlinear analysis of the Rayleigh - Taylor instability of two immiscible, viscous
magnetic fluids in porous media, is performed for two layers, each has a finite depth.
The system is subjected to both vertical vibrations and normal magnetic fields. The
influence of both surface tension and gravity force is taken into account. Although
the motions are assumed to be irrotational in each fluid for small perturbations, weak
viscous effects are included in the boundary condition of the normal stress balance.
The method of multiple scale expansion is used for the investigation. The evolution of
the amplitude is governed by a nonlinear Ginzburg - Landau equation which gives the
criterion for modulational instability. When the viscosity and Darcy’s coefficients are
neglected, the cubic nonlinear Schrédinger equation is obtained. Further, it is shown
that, near the marginal state, a nonlinear diffusion equation is obtained in the presence
of both viscosity and Darcy’s coefficients. Stability analysis and numerical simulations
are used to describe linear and nonlinear stages of the interface evolution and then the
stability diagrams are obtained. Regions of stability and instability are identified.
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1. Introduction

The stability problem is very important in many industrial applications, e.g. in
the mechanical, geophysical, chemical and nuclear engineering industries. It is well
known that stability controls are generally required in precision for finishing pro-
cesses of coating, laser cutting, and casting production. The further application to
the stability analysis involves the coating of a moving solid substrate by a liquid
layer, resort to dynamic wetting. Since macroscopic instability can cause detrimen-
tal conditions to film flows, and thus, can be very harmful to the quality of final
products, it is highly desirable to develop suitable working conditions for homoge-
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neous film growth to be adaptable for various flow configurations and associated
time - dependent properties.

The linear stability theories for various film flows have been clearly presented
by Lin [1] and Chandrasekhar [2]. Chandrasekhar [2] studied in great detail, the
stability of a Rayleigh - Taylor problem and analyzed various stability behaviours
of this model. A Rayleigh - Taylor instability occurs, when a low density fluid is
supporting a higher density fluid against force. That force may be the force of
gravity or, as in the case of supernova remnants, the force of an expanding - hot
gas accelerating a cooler denser ambient medium. As the instability develops, the
denser fluid tries to make its way around the other fluids resulting in long fingers
that reach into the low density fluid. In a Hele - Shaw cell, modelling a quasi -
two - dimensional system, the one - dimensional interface is destabilized by the
growth of fingers regularly spaced on a line with a well - defined wavelength. This
wavelength results from the competition between the stabilizing capillary force, and
the destabilizing gravitational force [3]. The Rayleigh - Taylor instability plays an
important role in subjects such as astrophysics, fusion and turbulence.

The formation of patterns and shapes in the natural world has long been a
source of fascination for both scientists and laymen [4] . Nature provides an endless
array of patterns formed by diverse physical, chemical and biological systems. The
scales of such patterns range from the growth of bacterial colonies to the large -
scale structure of the universe [5]. This enormous range of scales over which pattern
formation occurs, and the intriguing fact that they emerge spontaneously from an
orderless and homogeneous environment captivate our imagination. Interface dy-
namics plays a major role in pattern formation. It determines the shape of objects,
and therefore, it has important applications in a wide range of interdisciplinary
fields : hydrodynamics(convection patterns and shapes of boundaries between flu-
ids ), metallurgy (dendritic shapes of crystals), and biology (shapes of plants,cells,
etc.).

The development of patterns resulting from the Rayleigh - Taylor instability can
be divided into three stages: the early linear stage, where the lengths of the rising
and falling fingers are small compared to the wavelength, the middle, weakly - non-
linear stage, and the strongly nonlinear late stage. The linear stage is well described
but, to our knowledge, no experiment has been made to verify this behaviour. The
nonlinear stages are not fully understood.

Magnetic fluids (or ferrofluids) are colloidal dispersions of single domain nanopar-
ticles in a carrier liquid. The attractiveness of ferrofluids stems from the combi-
nation of a normal liquid behaviour with the sensitivity to magnetic fields. This
enables the use of magnetic fields to control the flow of the fluid, giving rise to a
great variety of new phenomena and to numerous technical applications [6]. One of
the most interesting phenomena of pattern formation in ferrofluids is the Rosensweig
instability or normal field instability [7]. At a certain intensity of the normal mag-
netic field, the initially flat surface of a horizontal ferrofluid layer becomes unstable.
Peaks appear at the fluid surface, which typically form a static hexagonal pattern
at the final stage of the pattern forming process. The reader can find much more
information about these fascinating complex fluids in Rosensweig’s classic book [6].

Now, let the magnetic fluids be confined to the two - dimensional Hele - Shaw
cell. Another instability can appear, if the external field is applied in the direc-
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tion perpendicular to the cell. This phenomenon, called the labyrinthine instability,
occurs above a critical value of the applied field and with a critical wavelength.
The threshold value of external magnetic field results from a balance between the
destabilizing magnetic dipole - dipole repulsion and the stabilizing surface tension
(and possibly gravity in a vertical cell). The effect of magnetic field on the viscosity
of ferrofluid was first investigated experimentally by Mctague [8]. His results show
that the viscosity increases with the strength of magnetic field and reaches satu-
ration as the magnetization saturates . Shliomis [9], then, proposed a theoretical
explanation for this effect by using ferrohydrodynamic equations. Due to this char-
acteristic, ferrofluids have been widely used now in numerous engineering fields such
as sealing, lubricant, density separation, ink jet printer, etc. [10]. The widespread
use of ferrofluids increases the interest of studying for ferroffluid flows. The theoret-
ical investigation on the Rayleigh - Taylor instability in magnetic fluids was carried
out [11 - 13]. Linearly,in the absence of magnetic field, Mikaelian [14] studied the
effect of viscosity on Rayleigh - Taylor instability for two finite - thickness fluids in
the presence of surface tension. The effect of viscosity on the nonlinear evolution
of Rayleigh - Taylor instability in the presence of surface tension was studied by
Elgowainy and Ashgriz [15].

The effect of viscosity in producing instability at lower flow velocities, than are
required for Kelvin - Helmholtz instabilities and has been considered by Weissman
[16], and the similar problem of destabilization due to a flexible damped wall by
Landahl [17] . A simple example is discussed by Cairns [18], where he considered an
inviscid fluid flowing over a heavier, slightly viscous fluid at rest. The effect of the
viscosity is clearly to extract energy from this system, and, it produces instability
if the flow velocity of the upper fluid is such as to give rise to a negative energy
mode on the interface. As has already been pointed out by Weissman [16], this
produces an instability for flow velocities below the critical velocity for Kelvin -
Helmholtz instability so that viscosity has a destabilizing effect. Both Weissman
[16] and Landahl [17] recognized that the physical mechanism for instability lies, in
the fact, that the wave on the interface has negative energy.

In order to make use of the domain perturbation technique, we confine the
analysis to considering very weak - viscous effects which are believed to be significant
only within a thin vortical surface layer, so that, the motions elsewhere may be
resonably assumed irrotational [19]. The viscous effects are incorporated by a novel
method of formulating a normal damping stress term in the boundary condition at
the free surface. This is based on an assumption that, the overall rate of work done
by this damping stress, equals the total rate of dissipation of mechanical energy is
given by Lamb [20] (also presented in Batchelor [21]). Thus, the derivations in this
problem deal completely with potential flow, so that, the complicated manipulation
of the boundary- layer equation for the weak vortical flow can be avoided. Since
the field equation governing the irrotational flow is the Laplace equation, modifying
the boundary conditions at the surface, should be an acceptable means of including
the small viscous effects.

At a free surface, the physical conditions to be satisfied for the stress are that the
tangential component is zero, and, that the normal component equates the sum of
a constant term and any contribution from surface tension[21]. If the viscous forces
are very small in comparison with non- viscous forces, then viscosity only produces a
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thin - weak vortical layer at the free surface, while the motion remains irrotational
throughout the bulk of the fluid. The irrotational motion, however, cannot in
general satisfy the condition of zero tangential stress at the free surface. Therefore,
the non- zero irrotational tangential stress near the surface drags a thin vortical layer
along, making a modification to the velocity field. For viscous potential flow[22],
the only place where the viscosity enters is in the normal component of the viscous
stress at a free surface. Viscous potential flow analysis gives good approximations
to fully viscous flows, where the continuity of the tangential stress at the interface
must be negligible [22,23].

The aim of this paper is to study the influence of a homogeneous - magnetic field
applied perpendicularly to a free surface between two superposed viscous magnetic
fluids in porous media, using the method of multiple scale perturbations. Without
an external magnetic field and Darcy’s coefficients, the first - order expansion of the
perturbations yields the same result as obtained by Mikaelian [14] and Pan et.al.[23]
for the viscous decay of the free - oscillation modes.

This paper starts in section (2) with the mathematical formulation of the gov-
erning equations and an outline of the perturbation scheme. A detailed derivation
of the expression for the viscous normal stress, that, appears in the boundary con-
dition at the free surface is presented in the same section. The results of the first
- order expansion are discussed in section (3), where the critical magnetic field is
obtained. From the second - and third - order expansions developed in section (4)
with the second - harmonic resonance , the nonlinear complex Ginzburg - Lan-
dau equation is derived in section (5). From this equation, a nonlinear diffusion
equation for stationary waves is obtained and the conditions for the existence of
the stability. In section (6), a series of graphs for the determination of regions of
stability and instability is given near the marginal state. In the absence of both
viscosity and Darcy’s coefficients, the nonlinear Schrédinger equation is obtained in
section (7). Its stability is discussed both analytically and numerically and stability
diagrams are also obtained in the same section (7). A breif summary of the results
is presented in section (8).

2. Formulation of the Problem
2.1. Fundamental Equations

Consider two incompressible, inviscid magnetic fluids confined between two parallel
planes z = —h; (the lower boundary)and z = hs (the upper one). Let the interface
given by z = 7(z,t) where z = 0 represents the equilibrium interface. Fluid 1
occupies the region —h; < z < 7y(z,t), while fluid 2 occupies the region y(z,t) <
z < hs. Both fluids are subjected to a constant magnetic field,in the z - direction,
Hy and Hs, respectively. The two media are considered as porous. The resistance
term (—nuv) is only taken into account, where v is the filter velocity of the fluid, and
7 is the Darcy’s coeflicient which depends on the ratio of the fluid viscosity u* to
the flow permeability K through the voids. The acceleration due to gravity g acts
in the negative z- direction. The subscripts 1 and 2 refer to the lower and upper
fluids respectively, p; and py are the fluid densities , p; and jio are the magnetic
permeabilities, p1 and po are the viscosity coefficients and 7; and 7, are the Darcy’s
coefficients of the two fluids. Between the two fluids there exists a surface tension,
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denoted by 0. We assume that there are no free currents at the two phases in the
equilibrium state. Therefore, we find that the magnetic induction is continuous at
the interface, i.e. iy H; = o Ho.

The interface is represented by the expression

F(z,z,t) =z —v(x,t) =0 (1)

for which the outward normal vector is written as

VF 0v.9p_1 oy
n= o =G (500 2

The dynamics of the problem is described by the simultaneous solution of three
field equations: Maxwell’s equations, Brinkman’s equation and the continuity equa-
tion.

In formulating Maxwell’s equations for the problem, we suppose that the mag-
neto - quasi - static approximation is valid [6]. With a quasi - static model, it is
recognized that relevant time rates of change are sufficiently low that contributions
due to a particular dynamical process are ignorable. The objective in magnetic flu-
ids is concerned with phenomena in which magnetic energy greatly exceeds electric
energy storage and where the propagation times of electromagnetic waves are com-
plete in relatively - short times compared to those of interest to us. Accordingly, in
a magneto - quasi - static system with negligible displacement current, Maxwell’s
equations in the absence of free currents are

V.B=0 and VAH =0 (3)

whereB = i H is the magnetic induction vector.
The magnetic field can be expressed in terms of a magnetic - scalar potential
U(x,2,t) in each of the regions occupied by the fluids, i.e.

ﬂj:ngz—V\Ilj, j:1,2, (4)

where e, is the unit vector along the z- direction.
After that, combining the latter equation (4) with equations (3), considering 1 is
a constant, one finds that the magnetic scalar potentials satisfy Laplace’s equations:

V20, =0 for —hy <z<~y(a,t) (5)

V20, =0 for y(z,t) <z < hy (6)

Flow in a porous medium is described by Darcy’s law that relates the movement
of fluid to the pressure gradients acting on a parcel of fluid. Darcy bases Darcy’s
law on a series of experiments, in the mid-19 th century, showing that the flow
through a porous medium is linearly proportional to the applied pressure gradient
and inversely proportional to the viscosity of the fluid. Fluid motion is governed
by a set of nonlinear partial differential equations expressing conservation of mass,
momentum and energy.

The Dupuit-Forchheimer equation is a commonly used model. We consider me-
dia as initially uniform, so that, motion is of homogeneous fluids in a homogeneous
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medium. Thus, the equations governing two - dimensional motion of a viscous
incompressible fluid through a porous medium, since the porosity of the fluid is
considered to have unity, are [24, 25]

ov
plgp + @ Vel = =Vp—nu+ uV2v — pge, (7)

and the equation of continuity will be

V=0 (8)
where p is the hydrostatic pressure. The pressure should be the same as that in an
inviscid fluid because the presence of weak viscous influences the wave frequency
but not the pressure within the fluid.

In equation (7), we have two viscous terms. The first, is the usual Darcy term,
since n = pu* /K, and, the second is analogous to the Laplacian term that appears in
the Navier - Stokes equation. The coeflicient p is an effective viscosity. Brinkman
(cf.[25]) set pw and p* equal to each other, but in general, they are only approximately
equal.

Equations (7) and (8) are general fundamental equations of motion, for flow
of a homogeneous fluid, in an isotropic medium with constant permeability and
low viscosity limit. These equations can be solved to investigate a magnetic fluid
flow through a porous medium. The viscosity is assumed to be small, so that the
viscous force (1V?2v) may be dropped from Brinkman equation (7). The viscosity
contribution will be formulated from the normal stress boundary condition [26, 27].
The components of the stress tensor o;; read

a’l}i 8vk

Oik = —(P+ﬁH2/2)5ik+Hin+ﬂ(8xk + Bx) (9)

where 6;;, is Kronecker’s delta.

The Rayleigh -Taylor instability may be analyzed as a viscous - potential flow.
The theory of potential flows of an inviscid fluid can be readily extended to a theory
of potential flow of slightly viscous fluids which admit the pressure (Bernoulli)
function. This means that the flows are assumed to be irrotational, except at the
interface. In this case, the perturbation velocity is given by a potential v = V&
where the velocity potentials ®;(j = 1, 2) must obey Laplace’s equations [19, 28-32]

V20, =0 for —hy<z<n~y(x,t) (10)

V20, =0 for y(x,t) < z < hy (11)

because the fluids are incompressible.
Therefore, Darcy’s law (7) is reduced to an identity provided that the pressure
is given by Bernoulli’s equation

0 1
ptrg +pgz+n<I>+§p|V<I>|2 =C (12)

where C is a Bernoulli constant.
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2.2. Bonduary Conditions

Two types of boundary conditions suffice to properly constrain the field equations:
conditions on the rigid boundaries z = —h; and z = hs and conditions at the divid-
ing surface z = y(x,t). The former expresses the requirements that the tangential
components of the magnetic field and the normal fluid velocities tend to be zero at
these rigid boundaries, i.e.

SL=0 on z=(-Dh;, j=12 (13)
and 0
S0, on s=(-1ph;, j=1.2 (1)

Interfacial boundary conditions can be divided into Maxwell’s magnetic condi-
tions, kinematic condition and normal stress tensor balance.

2.2.1.  Mazwell’s magnetic conditions:

1. The normal components of the magnetic - induction vector are continuous
since we assume that there is no free current on the interface. This can be

written as n - [|B|] = 0, or
0V 0y 0¥
= lm=N=0 = ,t 15
- 2 a2 =0, o z=A(xt) (15)
where [|  |] represents the jump or difference across the interface, i.e.
[1X]] = X2 — X3
2. The tangential components of the magnetic field should be continuous at the
interface, i.e. n A [|H|] =0, or
ov oy 0¥ oy
il ==L (H, — H = ,t 16
02 S 2 = by ), on z=an)  (16)

2.2.2.  Kinematic condition

The normal components of the velocity potential must be compatible with the
assumed form of the boundary. Such an equation is

00, 0y _oy 08, _
82 at - 83’: 83} ) ji]‘??? on Zﬁ’)l(x7t) (17)

2.2.3.  The normal stress tensor

The interfacial normal stress is balanced at the dividing surface of the system, giving
n-y—IL1)=0 V-n on z=r(x,t) (18)

where 1I is the force vector acting on the interface, given by

o[22 221z

013 033 ns
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Substituting from (2) and (19) into (18), we obtain

oy

712 vy 9%y
T ox

[(5,) lloal] = 2= flows]] + [lossl] = o 55 1+ (

- PV (2)

on z = y(z,t). By eliminating the pressure by Bernoulli’s equation (12) and using
(9) we can rewrite the above condition (20) as

PG - + 5o (V1)? - pz(V@z)f] (p1 = pa )97 +mP1—ndy
—2[|ua ‘b] 48”[\/1%63052] 2(52) Hu(af )] = Ua {1+ (22)%] %2
+2(G0)[|RH G| — (ge)? [IuH2|]+2( 1) [|HH ] —2(5)IA%; %f]
HMH‘”’] TR+ sy’ i
(21)
on z = vy(x,t)

2.3. Perturbation Analysis

To investigate the nonlinear effects on the stability of the system, we employ the
method of multiple scales and therefore, we introduce

T =€"x, tm=€"t, (m=0,1,2) (22)
3
f(z,2,t) = Z €" fm (@0, 1,22, 2, to, t1,t2) + 0(64) (23)
m=1

where € represents a small parameter characterizing the steepness ratio of the wave
and f is any of the variables ®; , ¥; and (z,¢). While writing the expansion for
v, it will be noted that -y depends only on both = and ¢ and not on z. Also, for the
derivatives, we write

8ﬂ Zm%+o %) (24)

where 3 is any of the variables x or t.

The short scale zy and the fast scale ¢ty denote respectively the wave length and
the frequency of the wave. Here t; and ¢y represent the slow temporal scales of
the phase and the amplitude respectively, whereas the long scales z; and x5 stand
for the spatial modulations of the phase and the amplitude. The expression (23) is
assumed to be uniformly valid for —oco < & < co.

The boundary conditions (15) - (17) and (21) are prescribed at the perturbed
surface z = y(z,t). We expand the physical quantities involved in the Maclaurin
series about z = 0. On substituting (22) - (24) into (5), (6), (10), (11), (13) -
(17) and (21), and, equate the coefficients of equal power series in € we obtain the
linear and the successive nonlinear partial differential equations of various orders,
each of which can be solved with knowledge of the solutions of the previous orders.
The procedure is straightforward but lengthy and it will not be included here. The
details are available from the authors.
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3. The First-Order Problem

The problem of first - order in € represents the linear perturbation of a viscous
magnetic fluid in a porous medium, subject to a normal magnetic field. The solution
of the first - order problem in the form of progressive waves with respect to the lower
scales g and t; is obtained as

1 o= Ae 4ce. (25)
®, = i CZSS?HIZ(Z}: ) Ae'? + c.c. (26)
Dy = w CZZ?HIZ(Z}; ha) Ae? + c.c. (27)
e = A e @
v = e e

where (k) = pig tanh(khy) + 1y tanh(kho) and 6 = kxg — wty. In equations (25)-
(29), the symbols w is the frequency of disturbance, k is the wave number, A
is an unknown slowly varying function denoted the amplitude of the propagating
wave and will be determined later from the solvability conditions, c.c. denotes
the complex conjugate of all the preceding terms and i = /—1 is the imaginary
number. With w = wg 4 iw; the real part of —iw, wy, is called the growth rate and
defines whether the disturbances will grow (w; > 0) or decay (wy < 0). The critical
induction occurs at w; = 0. The absolute value of the imaginary part of —iw, |wg|,
gives the angular frequency of the oscillation if wg is different from zero. If w =0
the oscillation is neutrally stable.

On substitution the above solutions into the first - order of equation (21), we
get the dispersion relation

D(w,k) = glp1— pa) — kH250(k) + ok? — %[m coth khy + 1 coth kha +

2
2k?(pq coth khy + po coth khy)] — %(pl cothkh; +

pa coth khy) (30)

where 8o (k) = i1 (fi2 — 1)/ fi2fi(k).
The dispersion relation (30) is reduced to, D(w, k) = 0,

w4 iaw—as =0 (31)

where

ag = p1 coth khy + ps coth kha,

ay = m coth khy + ny coth khy + 2k (pu1 coth khy + pg coth khy),

az = klg(p1 — p2) — [kH} [ (2 — [11)? /2 (fi2 tanh khy + i1 tanhy) 4 ok?].

It may be noted that the results obtained by Mikaelian[14] and Pan et al. [23] for
the Rayleigh - Taylor instability of finite - thickness viscous fluids can be deduced
from equation (31) by setting 71 2 = 0 and H; = 0 and for interfacial instability in
porous medium[13] by setting u1 2 = 0 and hq o — 0.
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From the above linear dispersion relation (31), we observe that the constant
magnetic field has a destabilizing influence on the wave motion. This theoretical
result was first obtained and confirmed experimentally by Cowley and Rosensweig
(cf.[6]). In addition, the viscous effects as well as the Darcy’s coefficient influence
have a destabilizing role.

Once more, we return to the dispersion relation (31), where the parameters n
and p are not equal zero. We know from the Routh - Hurwitz criterion[33], that
the necessary and sufficient conditions for stability, for the quadratic equation (31),
are

ap >0 and ap >0 (32)

since ag is always positive.
From above we notice that the condition a; > 0 is trivially satisfied, while the
condition as > 0 reduces to

H} < [ia[g(pr — p2) + ok?](fix tanh khy + fig tanh khy) / [k (72 — f2)*] (33)
For values of H; < H,. where
H? = fia[g(p1 — p2) + ok®](ix tanh khy + fio tanh kb ) / [k (i — 1)) (34)

the system is linearly stable. For H; > H,. the system is unstable. The critical
magnetic field H, is the linear cutoff magnetic field separating stable from unstable
disturbances. Since our aim is to study amplitude modulation of the progressive
waves, we assume that w is real and proceed to the higher- order problems.

4. The Second - and Third - Order Problems
4.1. The Second - Order Problem

If we now consider the second - order set of equations, we can substitute the solu-
tions of the first - order problem into them and solve the resulting equations. The
solutions yield the following uniformly valid second - order wave elevation

Yo =AA2 e L Ay A A+ ce (35)
where
A = {w?[pa(coth® khy + 0.5csch®khg) — p1(coth® khy + 0.5¢sch®khy )]

+0.5iw[(nocsch?khy — niesch®khy) + 4k} o (Coth2 khg + csch®khsy)
— 1 (coth? khy + esch®khy)Y] — k2H?26,(k)}/ D (2w, 2k) (36)

Ao(k) = {w?(pacsch®khy — presch®khy) + K2 H205(k)} /g(p1 — p2) (37)

do(k) e~ 2 ~ ol ~ 2

01(k) = == —2u(k — + 0.51(2k -
—0.50% (k) ji(2k) — 0.5 fiofi(2k) (tanh khy + tanh khy)?
+i1 fiofr(k) (tanh kho + tanh khq ) (tanh 2khs + tanh 2kh,)
—(p2 — f1) (k) (fe tanh khq tanh 2khy — g tanh kho tanh 2kha)] (38)
S~ =2

5o(k) = w(ﬁlsech%hz — Jigsech®khy (39)

pzp? (k)



Nonlinear Instability of Two Superposed Magnetic Fluids ... 75

Since the homogeneous part of the second - order problem has a non trivial solution,
because it is the same as the first - order problem, the inhomogeneous problem has
a solution if, and only if, the inhomogeneous part is orthogonal to every solution of
the adjoint homogeneous problem. Then the solvability condition for the second -

order perturbation is
0D OA 0D dA

— = 40
9w ot ok o (40)
and its complex conjugate relation. If dD/0w # 0, this equation yields
0A  dw 0A
e it 41
6t1 + dk 31‘1 ( )
where
dw _ 0D 0D
dk 0k’ 0w

is the group velocity of the wave packet. It follows, as usual, that the amplitude A
depends on the slow variables x1 and t; through the combination z1 — (dw/dk)t;.

Note that the asymptotic expansions break down when the denominator of the
parameter A in equation (36) equals zero, which corresponds to the second - har-
monic resonance. We therefore assume that D (2w, 2k) # 0.

4.2. The Third - Order Problem

We substitute the first - and second - order solutions into the third - order equa-
tions. In order to avoid non - uniformity of the expansion, we, again, impose the
condition that secular terms vanish. The elimination of the secular terms imposes
the following solvability condition

0D 0A 0D 0A 19°Dd%*A  9*°D 9?A 10°D 9%A 9
oot T Ok o) T 2007 98 0wdk dman, T3 ok a2~ CANA (42)

where the coefficients of the linear terms are simply the derivatives of the charac-
teristic function (30),while the coefficient of the nonlinear term is
G = 2A{w?[pi(coth® khy + 0.5csch®khy) — pa(coth? khy + 0.5¢sch®khs)]

+iw[m coth? khy — 72 coth? khy + 2k2 (,ulcscthJhl — M2086h2k‘h2)]
+E2HZ5, (k) } + Ao[w?(presch®khy — pacsch®khy) + iw(nicsch?khy
—macsch?khy) + 2iwk? (picsch?khy — pacsch®khy) — k2 H255(k)]
+2k{w?[p1 coth khy(1 — csch®khy) — pa coth kho(1 — csch®khs)]
“+iw(ny coth khy(1 — 0.5 coth? kh1) + no coth kho(1 — 0.5 coth? khs)
44211 coth khy (4 — coth? khy) + sz coth kha(4 — coth® khy)])}

+2k3H253(k) — 1.50k* (43)
Sak) = %W(@ﬁ(%)—2(ﬁ2—ﬁ1)2—3ﬁ1ﬁ2(tanhkh1

+ tanh kho) (tanh 2khy + tanh 2khs) — (pi2
7;21)(,111 tanh khg tanh 2]€h2 — ﬁz tanh ]{Jhl tanh Qkhl)
+2Ji1 i tanh 2khq tanh 2kho (tanh khq 4 tanh k‘hg)Q] (44)
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5. The Evolution Equations

The solvability conditions (40) and (42) can be simplified and combined together to
produce a single equation. By using (41), derivatives in ¢; can be eliminated from
equation (42). From (41), let’s write

0%A dw 0% A

dordt ~ k922 (45)
and 9%A d 0%A

oa Wy 04

oz ~\ar) o2 (46)

Substituting (45) and (46) into (42), dividing through by (—90D/dw), and re-
placing x,,, and t,, by €™z and €"t, we have
JOA L dwdA o2
ot dk Oz ox?
where P (the group velocity rate) and @ (the nonlinear interaction coefficient ) are
given by

Q|APA (47)

1d%  1,8*D,dD., _dDOD 9D  9°D 9D, , 9D

777_7772_ =y v = Y rYN2 YN3
=oaz ~ 2o ) T 2ok aw araw T awr Can) V(a0 )

and oD
Q= *G/(%)
Introducing the transformation.
X =e€(x— Z—L;t), T = é*t (48)
equation (47) reduces to
0A 0%A 9

where the coefficient P and ) are complex, so that

P=P +iP;, and Q=Q,+iQ;

Equation (49) is the complex Ginzburg - Landau equation and can be used to
study the stability behaviour of the problem. The stability conditions of (50) are
discussed by Lange and Newell [34] and Pelap and Faye [35]. Thus, if the solution of
this equation is linearly perturbed, the perturbations are stable under the conditions

PQ,+PQ;>0 and Q;<0 (50)

Otherwise, the system isunstable.

To discuss the stabilization of the nonlinear system, we shall delimit ourselves
to the case of marginal, non- oscillatory state i.e. in the neighbourhood of the linear
critical magnetic field (34). We notice that P. = @, = 0 in this case, and therefore,
the complex Ginzburg - Landau equation (49) is reduced to the nonlinear diffusion
equation,

0A 0%A

il ) —0.1A12
a7 T Digxz = QilAlA (51)
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where P; and Q; are polynomials of the second and third degree in HZ, respectively.
The solution of the nonlinear diffusion equation (51) is valid near the critical
magnetic field (i.e the marginal state ) and therefore be used to study the stability
of the system. From inequalities (50), we find the stability conditions of (51) are

[36]
P, <0 and Qi <0 (52)

Thus, if the above conditions (52) are satisfied, the finite deformation of the interface
is stable and finite amplitude waves can propagate through the interface. We shall
explain the implications of conditions (52) in the following section.

6. Stability Analysis

As shown in section (5) the analysis of stability for finite disturbance depends on
conditions (52). Stability depends on the thicknesses hi 2, the viscosity coefficients
p1,2 and Darcy’s coefficients n; 2. Stability can therefore be discussed by dividing
the (H? — k) plane into stable and unstable regions. The transition curves are given
by the vanishing of P; and @;. These curves are

Pi=0 (53)
and
Qi=0 (54)
We observe that Q; changes sign across the curve H? = H?,, , where
HY.o = {g(p1 — p2) + 4ok?}/[2kd0 (2K)] (55)

is the second - harmonic resonance at the marginal state. Therefore, equation (55)
represents a third - transition curve in the (H? — k) plane.

The graphs represented by equations (53) - (55) are useful in studying the effects
of the normal magnetic field, the viscosity and Darcy’s coefficients on the stability of
the system, for various values of h; and hs. Also, the linear stability curve (dotted
- line) representing relation (34) is given , which is assumed to divide the plane
into an unstable region, symbolized by U (above the curve) and a stable region,
symbolized by S (below the curve), while the dashed line represents the second
- harmonic resonance curve (55). The shaded regions S o (stable) and Ui 2345
(unstable) are newly formed regions arising from the nonlinear effects.

Figures la - 1d are the stability diagram in the (logH? — k ) plane for different
values of h; and he. In these figures, we considered p1 2 # 0 and 11,2 # 0 (i.e. in the
presence of both viscosity and Darcy’s coefficients). Figure la shows the stability
diagram for the case of two semi- infinite fluids, i.e. hy 2 — 00. We observe that
there are two branches of both the nonlinear interaction parameter @; = 0 and the
group velocity rate P; = 0. The two branches of P; = 0 appearing for small values
of k (k < 0.31em™!). These branches produce only one stable region S and four
unstable regions Uy 234. The one stable region S disappears in figures 1b - 1d.
That is because one branch of ); = 0 disappears, while the other lies above both
the linear curve (the dotted curve) and the resonance curve (the dashed curve). For
the same reason, new nonlinear stable region S; appears.
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k

Q:=0

0.01 1 2 3456 78 0.01 1 2 3 456 78

Figure 1 Stability diagram in the log H: % —k plane for an interface between water and vapor, where
p1 = 0.965 g/cm3, pa = 0.585 g/cm3 i1 = 1.007, iz = 1.7, 0 = 64.4 dyn/cm, g = 981 cm/s?,
1 = 0.28 cp, u2 = 0.0125 cp, n1 = 1.9812 cp/cm?, 2 = 0.941 cp/cm?, w = 0;

a) refers to hy, ha — oo,

b) to h1 = 0.1cm, he = 1lem,

(c) toh1 = hg = 0.1cm,

d) to h1 = 0.1em, ha = 0.01cm.

The dotted-line represents the linear curve while the broken-line represents the second-harmonic
resonance curve. The symbols S and U denote stable and unstable regions, respectively, in the
linear problem. Shaded regions are newly formed regions due to the nonlinear effects : S; is stable
and Uj is unstable regions.
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Figure 2 Stability diagram for the same system considered in figure 1 but with 1 =0, n2 = 0.
The symbols are the same as in figure 1.

It lies above the resonance curve and below the curve Q); = 0. Also for smaller
values of k we see that the curve P, = 0 has two branches lying below the linear
curve and creating a stable regions S (figure 1a) and an unstable region Us (figures
1b—1d). This new unstable region Us increases with the decrease of hy. This means
that the system is destabilizing for smaller values of k with smaller values of H?2.
Figures 2a-2d represent the same system considered in figures la -1d, but when
M2 =0 and p12 # 0 (i.e. in the absence of Darcy’s coefficient). We observe that
the curve @; = 0 has two branches as in figure 2a or one branch as in figures 2b-
2d, while the curve P; = 0 disappears. We also observe that the resonance curve
lies above the linear curve. The system is divided into one stable region S; and five
unstable regions U, U; 2,3 4. The stable region S; increases with the decrease of hq,
while the regions Us 3 4 disappear in figures 2b-2d. The unstable region U; increases
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with the decrease of hsy, and lies below the linear curve (figures 2b-2d) and below
the lower branch of @; = 0 (figure 2a). The behaviour of the system is similar to
that in figures 1.

7. Nonlinear Schrédinger Equation

A special case occurs when the viscosity and Darcy s coefficients are negligible, by
taking pi12 and m12 as equal to zero in the evolution equation (49). In this case,
P; and Q; in equation (49) vanish. Therefore, (49) is reduced to the nonlinear
Schrédinger equation[11, 37]

BA 924 ,

where

1 2
P = 5{{%(,{)1 coth khy + ps coth kha)} " {20 — H2[k8! (k) + 26, (k)]

2 2

P
—%(p1 coth khy + pa coth khy) — %(plhlcsch%hl + pahacsch?khs)
2w?

% (p1h? coth khicsch®khy 4 pohi coth khocsch®khs)}

2w 2w
+2{?(p1 coth khy + po coth lchz)}*?{ﬁ(p1 coth khy + po coth khy)
2
+%(p1hlcsch2kh1 + pahacsch®kha) {20k — HE[kSy (k) + do(k)]

2 2
+%(p1 coth khy + pa coth kha) + %(plhlcscthhl + thQCSCthhQ)}

2 -2
+{%(p1 coth khy + pa coth khg)}%{?(pl coth khy + p2 coth kho)}[20k
W2
2

k

2

(p1 coth khq + po coth kha) + w—(plhlcscthhl

—HEHI83(k) + 8o (k) + .

+pohocsch?khs))?}

2
Q, = _{?‘*’(p1 coth khy + po coth khg)} = H{2[w?{pa(coth? khy + 0.5¢sch?khs)
—pi1(coth? khy 4 0.5¢csch?khy)} — k2 HE51 (k)]*[g(p1 — p2) — 2kH260(2k)

2 2
+40k* — %(pl coth 2khy + py coth 2kha)] ™1 + [g(p1 — p2)]~*

x[w? (pacsch®khy — presch?khy) + k2 HE S5 (k)][w? (pacsch?khy — pycsch®khy)
—k2H?64(k)] + 1.50k* — 2k3H?63(k) — 2kw?[p1 coth khi(1 — csch®khy)
+pa coth kho(1 — cscthhg)]}

and
w® = k[g(p1 — p2) — kHido(k) + ok®]/(p1 cothkhy + pa coth kha)

Equation (56) describes the modulation of a one - dimensional weakly nonlinear
dispersive wave in the presence of an externally applied magnetic field and absence
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of both the viscosity and Darcy’s coeflicients. It is well known that the solutions of
equation (56) are stable if
P.Q, >0 (57)

Thus, if the above condition is satisfied, the finite deformation of the interface is
stable and finite - amplitude waves can propagate through the surface. Therefore,
the analysis of the stability of the system for finite disturbance depends on this con-
dition (57) . In general, this condition depends on k, g, o, H1, hi2, p1,2 and fi1 2.
The critical values of these parameters required for stability may be obtained from
replacing the equality in (57), by equality, namely

P’I‘Q’I‘ =0 (58)

The stability diagram in the (logH? — k) plane is divided into stable and unstable
regions bounded by the curves:
P.=0 (59)
and
Qr =0 (60)
where P. = 0 and @Q, = 0 are polynomials of the second and third degree in H?,
respectively . We observe from equation (60), @, changes sign across the curve
H, = H},, where
H?2, = {g(p1 — p2)[2(p1 coth 2kh; + ps coth 2khy) — (py coth khy
+po coth khy)] + 20k%[(py coth 2khy + po coth 2kh;)
—2(,01 cothkhq + P2 coth k‘hl)]}/{Qk‘[((SQ(k‘) (p1 coth 2khq
+p2 coth 2khy)) — d9(2k)(p1 coth khy + p2 coth khy)]} (61)

is the second - harmonic internal resonance.
Figure 3a shows the stability diagram for the two semi - infinite magnetic fluids
case (i.e. hi o — 00). In this case, the condition P, = 0 gives

H} = [36°k" + 60gk*(p1 — p2) — 9°(p1 — p2)?]/(4k>0do) (62)

where
8o = i (fiz — nn)?/ iz (o2 + in)
while the condition @, = 0 gives
29(p1 — p2) + 050k +2(p1 — p2)*{g(p1 — p2) + ok?
—kdoH?[1 + (M2~— fi1) (63)
(p1+ p2)/ (12 + i) (o1 — p2)]}2 /{(p1 + p2)?[9(p1 — p2) — 20k%]} = 0

We may observe that the curve

kZes = g(p1 — p2)/20 (64)

is the second - harmonic resonance. Then the curve given by equation (64) is
independent of the magnetic field. Also, this curve does not appear in this figure
(3a), while each of the curves @, = 0 and P, = 0 has only one branch. The branch
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of the curve P, = 0 lies above the linear curve and creates a stable region S;. The
branch of Q, = 0 cuts the linear curve at k ~ 0.5 em™! to produce a stable region
So, which lies above the curve Q- = 0. Therefore, the system is stabilizing for larger
values of H? and vice versa.

In figures 3b and 3c, we see that the curve of the second harmonic resonance
does not appear because the values of the magnetic field H? are negative. We also
see that there are two branches of @), = 0 and only one branch of P, = 0. These
branches produce two stable regions S; and S; above the linear curve and two
unstable regions U; and Us. One of them (Uy) lies between P, < H? < @, , while
the other (Us) lies among the linear curve, the curve @,. = 0 and the curve P, = 0.
The resonance curve appearing in 3d, and it lies above the linear curve and cuts the
curve P. = 0 to produce three stable regions S7, So and S3. The behaviour of the
system is similar to that in figures 3b and 3c, but with an increase in the size of the
region Us and a decrease of the region U;. The reason is that the branch P. = 0
shifts downwards.

8. Conclusion

The multiple scale method [37] is used to study the linear and nonlinear instability
of an interface between two magnetic fluids of finite depths under a normal mag-
netic field, including the effect of slight viscosity and Darcy’s coefficients. The two
fluids have different densities, magnetic permeabilities, weak viscosities and Darcy’s
coefficients. They are taken to be incompressible and the motion is assumed to be
irrotational for the small perturbations.

Although the motions are assumed to be irrotational, weak viscous effects are
included in the boundary condition of the normal stress tensor balance but the
tangential stress condition is neglected. Without an external field and a Darcy’s
coefficient, the first- order expansion of the multiple scales method yields the same
result as that obtained by Mikaelian [14], Joseph et al. [22] and Pan et al. [23] for
the viscous decay of the free oscillation problem. Moreover, for two semi - infinite
fluids (i.e. hy2 — o0) in porous medium (i.e. p12 = 0) the linear approximation
yields the same result as that obtained by El - Dib and Ghaly [13]and by Sharma
and Bhardwaj [38].

Here, we have found in the linear approximation that, the magnetic field and
both viscosity and Darcy’s coefficients, have a destabilizing effect. We have also
found that the effective interfacial tension succeeds in stabilizing perturbations of
certain wave numbers (small wavelength perturbations) which were unstable in the
absence of effective interfacial tension, for unstable configuration.

From the nonlinear evolution equation in the nonlinear approximation, we have
obtained a complex Ginzburg- Landau equation. When the linearized magnetic field
is assumed to be nearly equal to the critical magnetic field, the nonlinear diffusion
equation is derived. Furthere, it is shown that, in section 7, a nonlinear Shrédinger
- equation is obtained in the absence of both viscosity and Darcy’s coefficients.

From the numerical discussion it is evident that, besides the effect of the varia-
tion of hy and hg (hi 2 are the depths of the two fluids), the viscosity and Darcy’s
coefficients, play an important role in the nonlinear stability criterion of the prob-
lem. In view of the discussion on the effect of the choices of viscosity and Darcy’s
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coefficients in section 6, the results obtained may be more relevant to reality than

it appears. It seems, in general, that both the viscosity and Darcy’s coefficients are
a nonlinear phenomenon and it is best understood via nonlinear analysis.
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Figure 3 Stability diagram in the log H% — k plane for an interface between water and ethyl
ether, where p1 = 1.0 g/cm?, p2 = 0.71 g/em?3, fix = 1.007, fiz = 1.7, 0 = 10.5 dyn/cm and
g = 981 cm/s>.

a) refers to hi, hg — oo,

b) to h1 = 0.1cm, he = 1lem,

¢) to h1 = hy = 0.1em,

d) to h1 = 0.1em, ha = 0.01cm.

The symbols are the same as in figure 1.
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